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1  Introduction

With the introduction of ChatGPT and GPT4 in late 2022 and early 2023 
respectively, consumer-facing generative AI (GenAI) tools have captured the 
public’s attention, despite having fascinated experts for years.

GenAI is a transformational technology which impacts  how organisations and 
people operate1. It is estimated that GenAI will significantly contribute to the 
global economy2 and is predicted to affect two-thirds of US occupations3.  
With its capacity to produce assets like images or text, make unstructured data 
accessible, enable AI access for a layman, unlock new business opportunities 
and drive advancements across the organisation, both GenAI’s attractiveness, 
but also the risks that come with the use of this technology, need to be exam-
ined. 

With new risks, the question of available risk transfer solutions arises. Having 
insured our first AI risk in 2018 and our first Large Language Model (LLM) in 
2019, Munich Re has been following the recent advancements in GenAI with 
particular interest. We believe that insurance will become vital for a smooth and 
widespread adoption of GenAI and management of emerging AI risks over the 
years to come. Collaboration of the insurance and tech industries can aid in 
unlocking the tremendous potential of GenAI for all. 

This document will provide risk management considerations for GenAI use 
cases for decision makers. After a short introduction into GenAI, we share our 
thoughts on the novel risks that GenAI introduces – compared to other types of 
AI models – and will provide a risk management recipe of how one would 
assess, price and insure some of these risks. 
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2  What is generative AI?

GenAI refers to AI models that generate new data, such as text, images, or 
audio in general or for specific tasks, like new efficient bridge designs or  
software code. The models do so by learning patterns from their training  
or input data. Depending on the input data and the desired outcome, the  
techniques used to generate new data differ: 

Model Types Examples Use Cases

Image-to-Image − Variational Autoencoders (VAE) 

− Generative Adversarial Networks 
(GAN)

Image denoising and inpainting,  
image editing, style transfer

Text-to-Text − Generative Pre-trained  
Transformer (GPT) 

− Sequence-to-Sequence 
(Seq2Seq) 

− Text-based Variational  
Autoencoders (VAEs)

Text generation, machine  
translation, text summarisation,  
chatbots

Multimodal Model − Contrastive Language-Image 
Pre-training (CLIP) 

− Stable Diffusion 

− DALL-E

Image captioning, visual question 
answering, text-to-image generation, 
video analysis

− For image generation, different models have been developed to create an 
image that is similar to the input image. Such models are Variational Auto- 
encoders (VAE) and Generative Adversarial Networks (GAN). 

− For text generation, LLMs are trained in a similar fashion to models which 
generate images. By trying to recover the masked word(s) in a sentence,  
the model learns the structure in text documents of a certain language.  
The more recent LLMs are based on transformers, which utilise an attention 
mechanism to only learn from the important words to predict the next word 
efficiently. This approach makes it possible to develop broad “foundation 
models”33 that are trained on a broad set of unlabelled text data, which can 
be fine-tuned for different specific tasks. The recent GPT-3 and GPT-4 mod-
els have shown potential to be used as the foundation model for many tasks, 
such as building chatbots, solving maths problems, generating programming 
code, summarising legal documents, translation, etc.  

− Combining the benefits of language and image-generation models, multi-
modal models are opening the door to many new applications. For example, 
the text-to-image models that are trained on image and text pairs can  
generate images by following human descriptions (i.e. prompts), which  
makes them easy to be used by the general public. Stable Diffusion and 
DALL-E are examples of this type.

Table 1: Generative AI models and use cases
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For an example of the workings of a multimodal model: The model is trained on 
images with a descriptive label. When the model is prompted, it creates a new 
image using the learned patterns. The results can fit to the expectation of the 
user (the left output) or not (the right output). For the right output, the model did 
not understand what the training data images contain and created a park based 
on the training data. This risk can be reduced by a more diverse and  
bigger training dataset.

Figure 1: Example of multimodal model:  
the text inputs interact with the learned 
patterns from images to generate new 
images.

 
Images generated with DALL-E 2: https://openai.com/dall-e-2

Training Data

“Golden retriever in a park”

“A gray office chair”

Training

GenAI Model

Prompt
 
“A golden 
retriever 
and an 
office chair”

Output

The above GenAI techniques are beginning to inspire many different business 
cases in text and image generation for advertisement, automating legal tasks, 
automating software development, and many more. As companies rely more  
and more on GenAI tools for process automation, risk managers need to  
evaluate the risks that emerge for their organisation by relying on AI. 

3  Risks of generative AI
GenAI applications share many of the risks also faced by AI. Their output is 
dependent on the quality of the data inputs – both during training and by 
users. Furthermore, their lack of control over the desired output as well as  
the general opaqueness of the “black box AI system” can expose users and 
businesses to a number of well-documented risks. 

Due to network effects, as well as positive feedback loops, GenAI models get 
better the more they are being used. This can result in a concentrated market, 
with first-mover models being vital building blocks for fine-tuned models4. 
Built upon pre-trained foundation models, GenAI’s output can be significantly 
different from the input data that the business users feed it for fine-tuning  
the models to fit to their respective applications. This opaqueness in the  
models makes it harder for the users, as well as the downstream application 
developers, to understand and control the risks well.

Due to the additional layer of opaqueness specific to GenAI models, it is vital 
to be aware of the potential risks as well as knowing how to mitigate and 
transfer them. In this chapter, we will list some of the more prominent risks 
that GenAI exhibits, as well as possible ways to mitigate those risks. After-
wards, we will go one step further to discuss some of the risk transfer options 
currently available.
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Risk Types Description

Hallucination and false information Generation of false information or misleading content.

Bias and fairness Generating unfair or biased output resulting in the discrimination  
of a protected class.

Privacy infringement Leak of private or sensitive information.

Intellectual property violations
Generation of content that is trained on IP-protected materials without per-
mission; or generation of content that mimics licensed material  
(derivative work).

Harmful content Generation of offensive or malicious content, illegal materials.

Other risks and environmental risks Increasing number of parameters increases need for training/retraining the 
models, which increases the energy consumption.

3.1  Hallucinations and false information 

In text-based GenAI, one may find that some generated answers or articles look 
plausible and follow an inherent logic, while the statements are factually false. 
Image-generating AI can create fictional images that can be misleading –  
with potentially significant financial and reputational consequences. The  
phenomenon of GenAI generating misinformation or inaccurate output is  
called “hallucinations”.

Being able to trust the output of GenAI is essential for businesses that use such 
models to automate tasks or generate information. Hallucinations erode that 
trust. As an example, a US lawyer encountered the consequences that the risk 
of hallucinations can entail in 2023 first hand. The lawyer used an AI chatbot to 
aid him in researching relevant case law. The cases cited by the AI chatbot – as 
well as the subsequent reassurance by the AI that the cases were, in fact, real – 
were a hallucination of the AI5.  This “bogus judicial decision with bogus quotes 
and bogus internal citations”6 received a “stern admonishment”7 by the federal 
judge ruling the case, tarnishing his law firm’s reputation. 

There are a few technical ways to mitigate the risk of hallucinations and false 
information, although the risk can never be fully avoided and a residual risk  
will remain. One way is fine-tuning using labelled data, which can improve  
the accuracy of foundational GenAI models on specific tasks. Furthermore, 
recent developments on adopting reinforcement learning from human  
feedback (RLHF) in LLMs is a direct step towards aligning LLMs with human 
intent8, and has been shown to be powerful for reducing the likelihood of  
hallucinations. 

Despite the available tools and techniques available to mitigate the risk of 
GenAI models hallucinating, even the best GenAI models will still occasionally 
generate factually inaccurate content – leading to the undesired consequences 
described above. In order to effectively manage the risk of models hallucinating, 
technical as well as financial risk management instruments are required. In 
addition to the technical mitigation tools available, the risk mitigation toolbox 
for companies working with GenAI should also include insurance solutions.

Table 2: Some risks associated with GenAI 
and their meaning
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3.2  Bias and fairness 

The risks of bias in AI models has been discussed at length, especially when 
machine learning models are used in high-stake applications. They have the 
potential to result in unfair and discriminatory outcomes, especially worrying  
in areas of e.g. credit scoring, loan approval, employment or advertising. This 
discussion has been taken to the regulators, leading to two recent settlements 
on discriminatory practices by AI with respective regulatory fines for discrimi-
natory marketing9, and discriminatory hiring practices10.

Biased GenAI models could have an even broader and more impactful effect 
on society by magnifying unwanted bias already found in data sets. For  
example, if a model is trained on a homogenous dataset, the trained model 
may reflect the characteristics of this dataset accurately (including its  
undesirable properties), reinforcing harmful stereotypes that could lead  
to far-reaching discriminatory events and perpetuate the oppression of
historically underrepresented groups or opinions in the public space.

Researchers have always been aware of bias in AI. Mitigating bias in AI models 
is, however, a balancing act. Firstly, usually a compromise needs to be made 
between fulfilling fairness metrics and achieving a high model accuracy – 
recently leaving researchers to thread the needle through the optimisation 
approach11. Furthermore, fairness metrics can be split into two different types: 
group fairness (parity between different protected groups, such as those 
defined by gender or race) and individual fairness (similar individuals being 
treated similarly). Increasing the difficulty level further, different metrics as 
well as simultaneously achieving group and individual fairness is not possible. 
The fairness metrics are mutually exclusive – the so-called impossibility theo-
rem of fairness12. Finally, there is a mismatch between the many mathematical 
definitions of bias and the legal interpretation used by the courts to determine 
unlawful discriminatory behaviour.

Fully eliminating the risk of biased models through technical mitigation is 
impossible. While the risks can be mitigated, a residual discrimination risk  
will always remain. Furthermore, regulators have issued a clear statement  
that relying on the assurance of an AI vendor that the AI tool will not be  
discriminatory will not exculpate its users13. With potentially expensive  
lawsuits looming, insuring against liability due to model bias could be an  
effective way to manage the residual risk caused by relying on GenAI models  
in sensitive areas of society and business. The ability to transfer the risk can 
ultimately make the difference for corporate decision makers between  
avoiding AI and embracing AI. Embracing AI in a risk-conscious way can  
create a first-mover advantage for companies and increase an organisation’s 
competitiveness.

3.3  Privacy infringement

GenAI provides output based on given inputs and learned patterns from  
training data. Sensitive information in the training data and input data can be 
captured by the model, and may be leaked in the model outputs. A recent study 
on AI app usage on 10,000 employees has shown that 15% of employees paste 
data into GenAI and that 6% of employees paste sensitive data14. Even 
anonymised data can cause damage due to the potential for reconstruction, as 
alleged in Doe v. Netflix15. In this class action suit, a lesbian mother sued for the 
invasion of her privacy. She alleged that the streaming platform had made it 
possible for her to be outed when disclosing insufficiently anonymous data as 
part of a contest to improve its recommendation system, claiming that Netflix 
had “perpetrated the largest voluntary privacy breach to date”16.
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In order to mitigate the risk of invading privacy or breaching data protection 
laws, researchers in the field of AI have adopted a mathematical framework 
called Differential Privacy (DP) for ensuring the privacy of individuals  
in datasets. This is usually done by adding noise to individual data records 
before the input is fed into the model. The added noise makes it difficult  
to recover the raw data from model output. Fine-tuning self-supervised  
generative models with DP techniques bounds the probability that the  
generated output will not reveal the sensitive data with which the model  
was fine-tuned, providing a probabilistic data protection layer. 

While DP techniques are mostly robust against unknown privacy attacks, 
a trade-off is to be made between privacy and accuracy. The trade-off depends 
on the parameters. In current GenAI models, it is still uncertain how sensitive 
enterprise data in training or in input could be used by the GenAI model such 
that it cannot be reconstructed by the outside world17. We expect, based on the 
formalised privacy definition described above, that the risk of data breach of 
GenAI will at some point be quantifiable and consequently insurable. How a 
clear mathematical definition will correspond with the legal vagueness of the 
concept “personally identifiable information” remains to be seen.

3.4  Intellectual property violations

Whereas the previously mentioned risks are relevant for AI models and GenAI 
alike, one of the risks novel to GenAI is the risk of intellectual property (IP) 
infringements by the generated output. The violation of IP rights can arise from 
infringements of copyrights, patents, trademarks, industrial design and trade 
secrets.

One of the ways in which GenAI can commit IP violations is if it is trained  
on original, licensed works, or the resulting works are insufficiently transforma-
tive from existing, protected works18, and, as a result, are unauthorised deriva-
tive work19. A different type of risk that businesses using GenAI platforms face 
is the risk of accidentally sharing confidential trade secrets or business infor-
mation by inputting that data into GenAI tools. An example is an incident by 
Samsung in April 2023, in which Samsung engineers accidentally leaked trade 
source codes while utilising ChatGPT20.

One approach of mitigating IP infringement risks is to compare the likelihood  
of generating an output from the full training data with the likelihood of  
generating that output from just a part of the training data (excluding licensed 
works). If the likelihoods are similar, one could argue that there is little risk of 
copyright infringement. Following this idea, GenAI models can be trained with 
limited access to the copyrighted data in the training set21, a so-called “near- 
access freeness” technique. Another approach is setting up a similarity-based 
algorithm to help retrieve the licensed materials that are most similar to the 
generated data. Using such algorithms for screening or alerting users whether 
generated output is too similar to licensed materials may help reduce the risks 
of IP infringement for GenAI.  

The current legal uncertainty around IP Infringement of GenAI plays a big part 
in the adoption aversion of GenAI. Unanswered questions to date circle around 
how the courts will interpret the “fair use doctrine” of Section 107 of the Copy-
right Act, as well as uncertainty around which similarity metrics to pick and 
how these similarity metrics will uphold in front of a judge. These unanswered 
questions could prove to be expensive, especially if the use of the GenAI in and 
of itself is classified as wilful infringement. If a business user is aware that the 
training data could potentially include unlicensed works or that the works  
generated by the GenAI are probably not covered by the “fair use doctrine”, a 
business could face charges of wilful infringement with statutory damages 
alone of up to US$ 150,000 for each instance (17 US Code § 504 (c)).
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3.5  Producing harmful content 

Individuals with malicious intent can utilise GenAI to generate deepfake pic-
tures, voices, videos, texts, etc. for illegal activity. Though many of the larger 
systems like GPT-4 and Bard have built-in content moderation filters, they can 
still be coaxed into generating undesirable output22, such as hate speech or 
instructions for how to build a bomb. In one recorded instance, researchers 
instructed ChatGPT to write antisemitic messages in a way that would not be 
detected and taken down by X (formerly Twitter). The researchers flagged the 
GenAI’s suggestion to “avoid explicit language and instead use stereotypes or 
tweet support for individuals who are antisemitic”. Even after adjustments of 
the content moderation filter, ChatGPT still responded to similar prompts  
negatively23.

Fine-tuning tools in training data (such as protective usage policies) and teams 
monitoring “bad use cases” to flag undesired responses are demonstrated to 
reduce harmful content. However, undesired responses cannot be fully elimi-
nated34. Insurance might become a viable part of the solution for covering the 
residual risk, depending on the technical safety strategy used in the GenAI 
application. 

3.6  Other risks including environmental risks

Currently, GenAI models have billions of parameters, which need to be trained 
to improve the models’ performance24. As the number of model parameters 
increases, the energy consumption for one training round rises correspondingly, 
generating high carbon emissions for a majority of the models. The research 
shows that the consumption required for training a transformer model using 
GPUs can lead to more than 626,000 pounds of carbon dioxide, almost five 
times the lifetime emissions of a car in the US25. Also, for water consumption, 
the training could “cost” 700,000 litres of clear freshwater, equal to the daily 
drinking water needs of 175,000 people26. With GenAI commercial usage  
growing, training/retraining the models to achieve better performance 
becomes more frequent. Also, with the model complexity growing, each  
training/retraining may require more time to converge to a suitable solution  
for the parameters. The cost could escalate and have a stronger influence on 
climate and environmental risks. 

Recent developments have shown that some GenAI use cases can be ddressed 
with smaller models achieving a similar performance, such as Meta’s LLaMa or 
DeepMind’s Chinchilla. These advancements can help mitigate environmental 
risk while maintaining model performance and the positive impact GenAI can 
have on business and society.
 
Insurance providers could play a role in ensuring responsible model develop-
ment. By establishing guidelines for balancing training frequency and energy 
and water consumption, insurance companies could aid in ensuring the  
right balance between continuous improvement of the GenAI models and an 
environmentally sustainable development. 
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4  Mitigation of risks of generative AI

With some of the risks outlined above, it becomes clear why AI has been 
referred to as a double-edged sword. And “while this can be said of most  
new technologies, both sides of the AI blade are far sharper, and neither is  
well understood [by its users]”27. Businesses wanting to mitigate the risks  
associated with AI can look at emerging technical solutions, some of them  
outlined above, that have been tried and proven valid by researchers in the field. 

However, even the most accurate AI will produce wrong or misleading results 
from time to time, regardless of how extensive its technical improvements are. 
Munich Re with the aiSure™ products allows businesses to transfer the risk of 
model failure, model underperformance, discrimination caused by AI models, 
as well as other AI-related risks, to insurers – insuring GenAI providers and 
GenAI users against AI “going rogue”. 

After a quick summary of Munich Re’s current AI insurance suite, the focus  
will be placed on insuring GenAI, and a brief insight into ways to insure the  
different risks of GenAI applications will be provided. As this is a nascent field 
surrounded by legal and regulatory uncertainty and corresponding limited loss 
data, the following section is intended to provide readers with a glimpse of how 
Munich Re thinks about insuring these risks.

4.1  How does Munich Re insure machine learning models? 

Munich Re has been supporting clients in managing novel technology risks as 
they evolve for decades, ranging from the success of insuring rocket launches 
to safe storage of cryptocurrencies. This is why Munich Re has supported the  
AI community for many years by insuring trustworthy and reliable AI solutions 
in order to ease AI adoption for companies.

− With aiSure™ – Contractual Liabilities AI providers can prove the quality  
of their AI model and assure customers that their AI tool will perform as 
expected. If the AI does not deliver as promised, Munich Re backs the  
AI providers’ performance guarantee and compensates customers for the 
losses incurred. This solution allows an AI vendor to e.g. guarantee that their 
fraud detection model will catch at least 99% of all fraudulent transactions.  
If the AI underperforms, Munich Re provides a payout amounting to the losses 
incurred. 
This insurance-backed performance guarantee increases the trust in AI and 
its adoption, while Munich Re’s strong balance sheet carries the risk of the  
AI models underperforming. 

− With aiSure™ – Own Damages businesses can insure the performance  
of their self-built (“home-grown”) AI, allowing them to implement AI solutions 
for critical operational tasks, e.g. in manufacturing or agriculture. This  
solution insures e.g. a car manufacturer turning to AI for the final quality  
control before distributing the cars to their final sales location. Insuring  
the performance of the AI model protects the manufacturer from distributing 
subpar cars due to the error rate of their AI drifting beyond the desired  
threshold.  
This insurance solution allows businesses the worry-free implementation of 
AI models for vital parts of their operations. When their models underperform, 
businesses know that their financial downside is covered by Munich Re.  
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− With aiSure™ – General Liabilities businesses can protect themselves 
against damage and financial losses arising from lawsuits alleging that 
AI-made decisions discriminate against protected groups.  
This solution insures e.g. a university that uses black-box AI for college  
applications against class action suits for alleged discrimination against  
protected groups. This insurance solution promotes equitable use of AI  
and shields businesses from expensive and far-reaching lawsuits alleging  
disparate impact discrimination.

In order to assess the risk of an AI model, Munich Re’s AI team follows a  
proven technical due diligence process. We refer the interested reader to our 
whitepaper “De-Risking AI Ventures”28. With this approach, Munich Re is able 
to determine the predictive robustness of the AI, quantifying the probability and 
severity of model underperformance. The insurance premium is calculated 
depending on the robustness of the AI model. 

4.2  How would Munich Re insure the risks introduced  
  by generative AI? 

As the first player in the market, Munich Re has been insuring the performance of 
traditional machine learning models since 2018. As such, the next step is trans-
ferring this expertise onto the question of how to best insure GenAI models.

Compared to traditional machine learning models, measuring the performance 
of GenAI models is less straightforward. Reasons are the differences in training 
(leading to more complex outcomes), the variety of tasks GenAI models  
are confronted with, differences in setup (most GenAI models are based on 
foundation models), and finally the subjectivity of the quality of these outcomes 
(judging the ground truth). Due to these difficulties, the underperformance of  
a GenAI application must be defined well in order to capture the essential 
differences instead of granular variations for a risk transfer to be meaningful. 

Now, after contrasting the differences in measuring underperformance, the 
steps necessary to transfer the risks most akin to the underperformance  
risks of machine learning models – like hallucinations, false information and 
harmful content produced by GenAI – will be outlined. In a second step, 
thoughts around the insurance of discrimination and bias in GenAI will  
be explored. Finally, the AI risks that Munich Re considers serious, but  
momentarily surrounded by critical uncertainties – IP infringements, privacy 
violations and other risks including environmental risks – are listed, together 
with the market, legal and environmental changes necessary to better measure 
those risks. 

4.2.1  Insuring GenAI against hallucinations,  
  false information and harmful content

Traditional machine learning models are usually trained in a supervised fashion, 
i.e. minimising the difference between predicted values for given input data and 
target ground-truth labels. GenAI models follow an unsupervised or semi- 
supervised training, as generative tasks usually do not have a single “correct” 
output – instead they respond with “creativity”, adding subjectivity and  
complexity to the output evaluation. Images generated from prompts can be 
incomplete, not detailed, contain hallucinations in the form of bizarre and  
fictional additions or simply might not be what the user was looking for. For text 
generated by AI, the outcomes are similarly hard to assess – and it could be that 
the hallucinations are not recognised until later. 

Furthermore, when testing GenAI model performance in different professional 
and academic exams, it will excel in certain areas and fail in others when  
compared to human test takers. While GPT-4 received exceptional scores 
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in the verbal sections for the GRE and SATs (99th and 93rd percentile of all  
examinees), its results in quantitative sections were considerably lower  
and, finally, for competitive programming contests GPT-4 was unable to find  
solutions to complex problems29. As a result, using one GenAI model indis- 
criminately for a wide area of use cases makes it nearly impossible to accu-
rately determine the constant performance threshold of the models for any 
given task. 

Finally, the performance of GenAI will also depend on underlying model 
changes. Recent research30 shows that GPT-4 performance degrades  
significantly over time, which may also have an impact on its many downstream 
applications. The degradation can be caused by updates of foundation models 
or fine-tuning based on new datasets. When and how updates are conducted 
is often an obscure process for the end-user of downstream applications. 

The above-mentioned difficulties when determining the underperformance  
of GenAI impact the way they can be underwritten and insured. This requires 
insurance companies to amend their processes to include continuous  
monitoring and regularly updating insurance policies. Also, in order to be  
able to accurately and objectively determine underperformance, the threshold 
of the model underperforming should be set in an abstract way. This abstract 
threshold is given if the GenAI model hallucinates, spreads false information,  
or provides users with harmful content. 

Hallucinations, false information and harmful content are all part of the  
performance risk of AI, as they are essentially deviations of model output from 
expected output. Similar to Munich Re’s technical due diligence process for 
insuring AI models, when insuring GenAI against the above-mentioned risks, 
the model evaluation pipeline will be co-developed with the GenAI model  
providers to achieve the insurability of GenAI applications. 

Some risk considerations for underperformance are: As GenAI model  
performance could be different for different tasks, the model evaluation  
should be tied to a single specified task. The GenAI application developers 
should define the model input space clearly, such as restricting the topics of 
queries and specifying the format of input. Furthermore, what is considered 
false information, hallucination and harmful content will need to be very clearly 
defined. The expected output does not have to be a single ground-truth output 
as they are usually not, but could instead be an encoded representation in the 
latent space of the model.

When it comes to the design testing regime, a complete testing regime should 
cover the whole input space (or at least have a representative sample of input). 
This requirement may be difficult for some GenAI applications where data is 
sensitive or proprietary, such as in medical, insurance or legal domains. In such 
cases, a continuous testing process that utilises human feedback or equivalent 
evaluation data could be applied with proper scrutiny. Based on the ground 
truth defined above and testing data collected in the above-described testing 
regime, the hallucination, false information and harmful content issues can be 
transformed to a classical machine learning problem: If damage occurs (legal 
liabilities, etc.) and the model shows underperformance based on the defined 
performance metrics and thresholds, the insurance will cover the damage 
incurred.

Finally, for downstream GenAI applications utilizing the API of foundation  
models, in order to account for the risks introduced by the fact that the under- 
lying foundation model is not maintained by the GenAI application provider 
themselves, Munich Re requires the model providers to follow higher standards 
of continuous monitoring and model improvement. In order to manage the 
risks, the following modifications to the policies in place can be made: 
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− Pause guarantee or insurance policy when significant performance  
degrade is expected or detected in the foundation model. 

− Adjust guarantee threshold to keep the risks constant and  
guarantees in place. 

− Adjust guarantee or insurance fees to match the fluctuating  
risk exposure. 

If the above processes and requirements are fulfilled, Munich Re can cover 
GenAI models against hallucinations, false information and harmful content.

4.2.2 Insuring GenAI against model bias and fairness 

Evaluating the risk of GenAI giving biased outcomes comes with its own set  
of challenges. As pointed out above, many fairness metrics have been  
established by researchers, some of them yielding mutually exclusive results. 
Moreover, those fairness metrics used by researchers and computer scientists 
are not necessarily congruent to the common legal definitions of discrimination 
of protected groups. This adds the complexity that even if the GenAI model  
performs well regarding the chosen fairness model, lawsuits alleging 
discrimination of protected groups can still prove successful. Finally, if a  
discriminatory model is being used by a variety of companies in a consumer- 
facing application, its discriminatory decisions can lead to sizeable losses for 
the insurer, as class action lawsuits for discrimination will be the norm rather 
than an exception.

Bearing those risks in mind, Munich Re believes that the fairness risk of GenAI 
models can be evaluated and insured under certain guardrails. Firstly, a fairness 
metric needs to be determined and agreed upon. This fairness metric should 
closely align with the goal of the GenAI application and should encompass  
the sensitive groups or individuals that need to be protected in the domain  
of application. Secondly, the metric threshold will need to be defined. Here,  
considerations around the trade-off between fairness and model accuracy,  
statistical randomness in the data, and impacts of disparity in the context of the 
use case should be taken into account. The tolerance of disparity will need to 
be thoroughly assessed and documented.

As litigation progresses, court decisions around the equitability requirement  
for AI models and the usefulness of the performance in certain fairness metrics 
as valid evidence for court will aid further in determining the frequency and 
severity of model bias risk and inform the quantitative assessment of the  
discrimination risk. 

Furthermore, prospective regulations determining the areas in which AI shall 
not be allowed due to its propensity to discriminate, as well as conditions 
imposed for safer usage, will aid in developing the insurance space around 
insuring discrimination of GenAI. 

4.2.3 Insuring GenAI against IP and privacy violations

Evaluating the risks of IP infringements by GenAI is even more challenging,  
due to the current uncertainties in litigation around the proper use of licensed 
images in training data and the implications for generated images clearly based 
on these licensed images. In order to measure whether an image is based on a 
licensed image, their “similarity” can be determined.  Researchers use a variety 
of different ways to measure the “similarity” of two images, detached from the 
legal interpretations of IP infringement. 
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A related issue arises when insuring AI models against unlawfully collecting 
private data and violating privacy laws. The US Department of Labor defines 
Personal Identifiable Information (PII) as “information that can be used to  
distinguish or trace an individual’s identity, either alone or when combined with 
other personal or identifying information that is linked or linkable to a specific 
individual” (OMB M-10-23, 2019). While these broad definitions work very well 
in the court systems, allowing the interpretations to evolve, they make it harder 
to assign PII infringement probabilities to GenAI models.

When looking to quantify the risks of GenAI models infringing on IP rights and 
committing data breaches today, the insurer and the insured have to agree on  
a more narrow definition that describes the infringement or violation compared 
to the legal definitions above. If this agreement was successful, there are  
special training techniques (such as Differential Privacy or Near Access-Free) 
that can make the risks quantifiable in a probabilistic way. If a model is trained 
in such a way, Munich Re can provide an insurance solution based on the  
probabilities of violations. 

For a more generally trained GenAI model, the evaluations can be made based 
on the performance of a representative testing sample. For example, to evaluate 
the privacy infringement risks, one can simulate a large amount of privacy 
attacks (e.g. membership inference, reconstruction attacks, prompt-injection 
attacks), and get the success rate of such attacks. This can be used for  
estimating the loss frequency of privacy infringement. To evaluate the IP 
infringement risks, one can also check the likelihood of generating output that 
is similar to the copyrighted data based on a representative sample of inputs. 
This evaluation, however, depends on the similarity metric and the thresholds 
that were chosen. Hence, for the given privacy attacks or similarity metrics, it is 
possible to obtain the frequency of violations and insure the risks.

As more and more court decisions are made concerning AI-induced IP  
infringements and data breaches, more legal certainty will be created, which 
will in turn allow for more precise and all-encompassing evaluation methods, 
including the type of attacks and metrics. Over time, as the uncertainty in law is 
lifted, Munich Re aims to extend the insurance from a performance-based 
insurance solution to a full liability insurance solution.

4.2.4  Other risks  

As environmental impacts and other risks are still being explored, including 
their meaning for society, Munich Re is currently not insuring these risks.  
However, as these risks evolve and the wider GenAI risk landscape becomes 
clearer, Munich Re will continue to co-develop risk transfer solutions with its 
clients.

4.2.5  Impact on traditional insurance  

Finally, after outlining the novel risks that GenAI introduces, and presenting 
specialised insurance policies to transfer these risks to insurance companies,  
it is worth briefly mentioning the impact of GenAI – and more broadly all 
machine learning models – on traditional insurance policies. 

To this day, AI risks are seldom excluded in traditional insurance policies.  
Therefore, the damage that AI models cause could be covered by traditional 
insurance policies. Examples that come to mind are AI-based machinery  
injuring bystanders (could be covered by existing general liability policies),  
AI models that are hacked (could be covered by existing cyber insurance  
policies), AI-based cleaning robots that destroy property (could be covered by 
existing property insurance policies), AI models that make biased employment 
decisions (could be covered by existing EPLI policies), and many more.
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Due to AI impacting all “walks of life”, there is a lot of partial coverage from 
existing insurance policies, making it difficult for both insurer and insured  
to have full confidence on the extent of the coverage – potentially leading  
to over- or underinsurance. Furthermore, the lack of conclusiveness on the 
extent of the coverage could lead to devastating effects for insurers, as the 
threat of “silent AI” might be underrated, as well as for insureds, as they might 
be left without financial protection. AI exposures within traditional insurance 
policies could represent a significant unexpected risk to insurers’ portfolios, as 
the risks of AI underperforming – potentially even systematically – were not 
considered in the pricing of the insurance. 

When using AI, insureds should therefore be aware of potential insurance gaps, 
leaving them exposed to risks caused by their AI models. Insurers, on the other 
hand, should be aware of the risks that AI poses to their existing policies and 
should monitor the risk of silent AI exposure. 

5  Outlook

As once famously said by Henry Ford when talking about New York City:  
“Without insurance we would have no skyscrapers, because no man would  
dare to work at such heights, at the risk of killing himself and leaving his family 
destitute. Without insurance, no businessman would invest his millions in  
constructing a building like this, when a single spark could reduce it to  
ashes”31. We are still at the beginning of fully encompassing all AI risks, their 
dependence, their systematic nature and their geographical spread32.

Similar to the quote above, the risks of GenAI as well as their systematic nature 
could prove devastating for AI providers or AI users who come to face a class 
action suit in the US with many damaged parties. We at Munich Re believe that 
insurance could be the right vehicle to mitigate those risks. Pooling the risks  
of GenAI going wrong enables active innovation and growth by reducing the 
risk costs for single GenAI applications and allowing companies to focus on 
further pushing the technological barriers in GenAI without worrying about the 
residual financial risks. Furthermore, through the risk assessment function of 
insurance, much-needed industry standards could be developed, making the AI 
environment safer without unnecessary overregulation. This creates further 
trust in the market, allowing us to fully harness the power of AI and GenAI for 
society and businesses. 

The emergence of GenAI has undoubtedly revolutionised industries,  
offering transformative opportunities while introducing novel risks. With  
clear guardrails set into place for the use cases, continuous performance  
monitoring and clear metrics for the model to be measured against, insuring 
GenAI will be possible as it is insuring prediction performance of ML models  
at Munich Re. As outlined above, some of the risks are more easily insurable 
(and quantifiable) than others. 

We believe that with the rise of these new and often complex technology risks, 
a broad demand for insuring GenAI will arise. At Munich Re, we are ready for 
the demand and are looking forward to exploring the reality of insuring GenAI 
with corporate, broker and primary insurance partners. 

Do you have questions? Please reach out.
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